g o

Table 5 indicates which mode code operations are required 4n
a remote device in order to be compatible with the DAIS system control
procedures and master executive. Utilization of the other mode code .
operations is optional as determined by the system designer for the
specific system application. A

 Table 6 shows the use of the mode commands in relationship
to the system control functions.

4.1.3  Application Software Executive Services S g

The DAIS Local Executive provides services for the applica-
tion software to control the operation of the application functipns
and data in each individual DAIS processor. The application software
elements which are recognized by the local executive software are
Tasks, Comsubs, Compool Blocks, and Events, defined as follows:

a. Tasks are programs or processing modules which can .
either be controlTlers or calculators. Application software is organ<
ized in tasks (program modules) with each performing a function as
required for the specific system application. Each task contains
executable code and local data. ‘

b. Comsubs are common subroutines which differ from tasks
in that they are required to be re-entrant. Comsubs can be used by
many tasks, so that one task using a particular comsub can be sus-
pended in the middle of the comsub routine by another task using the
same comsub. .

c. Compool Blocks provide data communication between
tasks and the external world or equipment. A buffer system is pro-
vided by the use of "global copies" and "local copies" to prevent a
compool block from being read when it has been partially updated.
Every task, except “privileged" tasks, interface with a local copy
while performing its calculations. The local copy is updated from
the global copy with the read statement and the local copy updates
the global copy by the write statement. A special statement (trig-
ger) is used for a critically timed compool block. ‘

In a "privileged" task, comnunication is allowed directly
with the global copy in the processor in which the task resides since
Ehe priivﬂeged task cannot be interrupted by another task or by the

xecutive.

Sinoé the read, write, and trigger statements invoke Exec- |
utive services that operate in the Privileged Mode, this guarantees
a task will not reference partially updated data.
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The application software requests service of the executive
through real time statements. Real time statements are used by
tasks to control the state of other tasks, control values of events,
and control reference to compool blocks. These are J73/1 defined
statements which the application programmer will use during the
development of mission software as follows:

Schedule Statement
Cancel Statement
Terminate Statement
Wait Statement
Signal Statement
Read Statement
Write Statement
Trigger Statement
Broadcast Statement

The first four statements shall be used to control task states. At
any one time, a task shall be in one of these states and the method
of transitioning from one state to another state is shown in Figure 17.

a. Schedule Statement. Schedule statements are used to
place an uninvoked task into an invoked state. An invoked task becomes
active and dispatchable when the required event conditions are'satis-
fied as shown in Figure 17. An invoked task is placed in execution
by the Executive if it has the highest priority among the tasks which
are dispatchable.

A schedule statement includes the name of the task to be
scheduled, the mode of task (privileged or normal), priority of the
task, and event conditions to be satisfied

b. Cancel Statement. The Cancel Statement is used by one
task to place another task in the Uninvoked State. If a task is can-
celled, all the lower branches or sons of the tasks in the control tree
structure are cancelled

c. Tennmgge Statement. The Terminate Statement is used by
one task to place another task in the inactive, but invoked state. If
a task is terminated, all the lower branches or sons of the tasks in
the control tree structure are also terminated.

d. Wait Statement. Wait Statements are used by tasks to
place themselves into the Wait State pending occurrance of one of the
following conditions:

1. Absolute Time
2. Relative Time

_; 3. Latched Event

| 4. Unlatched Event

For the latched or unlatched events, the task remains in the Wait
State until the specified event, either on or off, occurs.
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e. Signal Statement. Signal Statements are used by tasks
to set a specified event to a specified value, either on or off.

f. Read Statement. Read Statements are used by tasks to
copy the values of specified compool blocks (global copies) into a
local copy to be used by the task.

g. MWrite Statement. Write Statements are used by the tasks
to copy the values of specified local copy into the specified compool
block (global copy). The Write Statement causes global copies in
other processors or virtual copies in remote terminals to be updated,
and causes signalling of an event associated with the compool block.

h. Trigger Statement. The Trigger Statements are used by a
task to send a spec%?’iea critically timed compool block (datd) to a
specified remote terminal at a specified time. This causes a critic=::
ally timed asynchronous bus message operation to be performed whkere : -
the local copy of a specified compool block is sent to a.global:copy.
in the Master Processor; and where, at the specified time, the data is
transmitted asynchronously to the specified remote terminal.

i. Broadcast Statement. The Broadcast Statement #s used
only by a privileged mode task. After updating a global copy of a
compool block, the broadcast statement is used to cause the asynch-
ronous update of remote and/or virtual copies of the compool block.

4.1.4 Error and Failure Management.

. Bus message error management and terminal failure management
are performed by the master BCIU and the master executive.. In addi-
tion, each termminal on the multiplex data bus provides mechanisms -
for detecting and recording message error conditions and terminal . -
failures. Message error conditions and terminal failure conditions .
are recorded in the Built-In-Test (BIT) word which can be obtained =«
by the master with a mode command for message error and terminal
failure analysis. Also, each terminal records in a register (Last
Command) the last valid command received by that terminal which also:
can]beiobtained by the master with a mode command for message error ' *
analysis. - . - )

- The master executive and BCIU centrally manages thé mssagi s
protocol to recover from message errors and reconfigure for terminal -
failures as follows:

a. Monitors the message sequence to determine
successful/unsuccessful completion.

b. Analyze error response (data error or invalid
status, or no response to command) and deter-
mine type of retry procedure for the unsuc- -
cessful message.
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¢. Perform retry of unsuccessful message, first
on the same data bus path.

d. Analyze error response 1f not successful, and
retry the unsuccessful message on redundant
data bus path, if available.

e. Perform failure analysis if retry of message
on alternate bus is unsuccessful and deter-
mine recovery or backup approach.

f. Update the system configuration tables based
upon the error conditions and failures.

Table 7 describes the operation of the master BCIU to ‘ ]
various types of bus message errors relative to the three classes of ;
data transfer protocol. An invalid word (command, data or status)
would include one or more of the following conditions:

Parity error -
Incorrect or missing sync
Incorrect bit count
Invalid manchester format

A remote receiver will not respond with a status word after
detecting a message error. Both remote receivers and transmitters
ignore invalid commands. The last command (i.e. the last valid received
command) register and the message error field of the Built-In-Test
register are stored as shown in Table 7. As message data is received
by a BCIU, it is stored in the processor memory via DMA. If received ;
unsuccessfully, the message error bit in the tag word is set. As 1

message data is received by an RT, the data is temporarily stored. If
. received successfully, the data is transferred to the respective sub-
,% systems; otheiwise, it is not transferred to the subsystems.

E All bus errors are grouped into a set of message error indi-
; ; cations by the master BCIU as shown in Table 7. These error indica-
: - tions will generate an interrupt to the master processor which
contains the service routine required to initiate a retry procedure
; ] shown in Table 8. Depending upon the type of bus message operation
z : and master BCIU message error indication, the appropriate retry pro-

» cedure as shown in Table 9 would be initiated.

Error analysis and message retry procedures are performed
by the Master Processor/BCIU. Error analysis is based on:

o The type of bus message operation

o The status word(s) received from the transui‘ltting
" and/or receiving terminal involved in the opera-
tion, and
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o The internal status register (ISR) in the Master
BCIV indicating if a status word was received
from each terminal involved in the operation.

The method of retry is based on specifications of the system
designer, the type of message operation, and the manner in which the
error is detected. The six classes of retry are defined in Table 8.

A Class I retry is specified by including a non-zero value
in the retry field of the bus instruction. This is the standard retry
procedure for most messages. It is performed automatically by the
Master BCIU without processor intervention.

A Class II or Class III retry is specified by including a
NO OP instruction following the bus list instruction to send the mes-
sage. Class II (careful retry) is utilized if a subsystem would be
degraded or function improperly when a message is repeated. Class
I11 (sequence retry) is utilized when a series of messages must be
successfully transmitted for proper subsystem oepration, such as to
arm the Station Logic Unit (SLU).

Classes 1V, V, and VI are utilized with asynchronous mes-
sages, and depend on the terminals involved and whether or not they
recognize that a message error occurred. As with Class II, the re-
ceiver could be harmed by a repeated message. In addition, the
transmitter, if not advised of the error, would send its next asynch-
ronous message when a repeat is attempted.

Class IV is invoked when the transmitter need not be re-
aligned. Class V is used when it is uncertain if the transmitter
saw the error and, finally, Class VI applies when it is uncertain if
either the transmitter or receiver saw the error.

Terminal failures are also detected by self-tests performed
within each BCIU and Remote Terminal by the micro-controller. Each
BCIU and RT while not participating in data transfer on the bus, per-
forms an intermal background self-test. These include register data-
pattern wraps and verification of basic micro-code operations. Results
of these tests are encoded into the appropriate fields of the Built-In-
Test Word. In addition, the master processor may elect to perform a
comprehensive self-test included in the master mode BCIU. This con-
tafns all those tests performed in background as well as a full parity
sum check of all micro instructions.
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When a redundant element in a terminal (data bus interface 1
or 2) or a terminal (data bus interface ) and 2) is declared as failed,
the master executive, if possible, maintains the system in an opera-
tional state by utilizing the redundant data bus path, or perform
backup or recovery operations by automatically switching to a redundant
unit.

A terminal failure is indicated if a message is not success-
fully transmitted after retries have been attempted on both buses.
Terminal Failure Analysis is invoked by the Configuration Management
function when it detects an accumulation of errors in excess of a.
parameter defined by the system designer for the specific terminal.

The function of this procedure is to confirm that the term-
inal has failed or, if possible, to clear the error condition. In
either case, the results of this analysis are reported to Configuration
Management, which has the responsibility of determining if communica-
tions should be inhibited with the entire terminal, if additional
retries should be attempted, or if selected subsystems should be
declared as failed.

The analysis performed differs slightly for the different
types of terminals. The DAIS built-in tests provide the primary
mechanism for the failure analysis. In addition, for a BCIU there
exists processor/BCIU interface tests which are exercised. The handling
of the Master BCIU differs in that it may be accessed directly via PIO
rather than using mode commands.

4.1.5 Configuration Management

The repeated failure of a bus message is reported to the
Configuration Management function for tabulation and analysis. A
message which succeeds on immediate retry is not reported. (In fact,
the processor is not even aware of the error if a Class I retry suc-
ceeds.) Reported errors are tabulated against a terminal address with
separate counters accumulating errors on the two redundant communica-
tions paths.

The overall interaction of the assorted system functions
involved in declaring or responding to a device faijure is shown in
simplified form in Figure 18. Configuration Management is notified
only after repeated errors and then a failure is declared only after .
a critical threshold is reached or self tests reveal a hard failure. .
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The first task of Configuration Management is to decide what
terminal to charge with the error. While determination that an error
occurred is primarily based on the receiver's status word (or lack of
it), the error is normally attributed to the transmitting terminal.
The receiver is charged with the error only in the case that he re-
ports an error when neither the Master processor/BCIU nor the trans-
mitting terminal detect any anomaly.

Two error counters are maintained by Configuration Manage-
ment for each bus side of each terminal address. The history counter
represents an accumulated count of errors since system startup. It
is cleared only during startup or reconfiguration. The current error
counter represents the number of errors tallied since the last suc-
cessful execution of self-test.

These error counters are compared with two threshold values
specified by the system designer for the terminal address under analy-
sis. If neither threshold is exceeded, the procedure simply resumes
the normal retry sequence. If the current error threshold is exceeded,
terminal failure analysis is initiated to either clear or confirm the
error condition. If the history count threshold is exceeded, the ter-
minal is flagged as failed for this bus without any further analysis
or expenditure of overhead.

When terminal failure analysis is invoked, it will cause
self-tests, which are largely bus independent, to be run. If these
tests and the subsequent BIT word analysis reveal a serious error
condition, the entire device may be flagged as failed. Also, since
terminal failure analysis can be a lengthy procedure, the system must
protect itself from excessive testing. A device will be flagged as
failed if terminal failure analysis is invoked for it twice in the
same minor cycle.

Another condition under which an entire device is failed is
that of a failure on one bus when the Master previously had been
failed on the other bus. :

When an entire device is flagged as failed, Configuration
t will perform one of several actions depending on the type
of device. If a remote terminal is failed, Mission Application Soft-
ware will be notified by way of the Subsystem Status Monitor, so that
sppropriate recovery or backup of the failed subsystem may be activa-
ted. l:u. ‘ﬂt bus -ssuaps to that torminal are "NO-OPed", e.g. the
as " ". Terminals t have been la as
R et asration Manogemnt are portedicaliy potted. " 1¢ the
wewing! recovers, self test of the terminal is initiated. If the
woming! ‘o declared s “w" the messages to that terminal are re-
hawed. wd s lication softwere notified of the recovered device.
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4.1.6 Monitor Management

When a Monitor Processor is included in a configuration,
it is loaded with a copy of the Master Executive and that subset of
application tasks which are deemed to be mission critical. The Master
Executive maintains an intermal flag to indicate whether it is oper-
ating in Master or Monitor mode. The Monitor BCIU is operated in
remote mode, since only one unit may control the bus at any one time.
This is a critical point since the likely outcome of two units attempt-
ing to control the bus is that both will appear to have experienced a
serious internal failure.

The Master Processor periodically (as part of the Synchron-
ous Instruction List) sends messages to the Monitor updating the con-
figuration table, so that the Monitor has as current a view of the
system as possible should it be necessary to assume control. An
assortment of other messages are sent by various functions in the
Master, including minor cycle synchronization messages. A special
"Takeover" message is sent from the system backup function in the
Master Processor to request the Monitor to assume control of the
sys tem.

If the Master has failed, it may not be possible to send
the "Takeover" message. The Monitor, therefore, keeps track of the
minor cycle messages and operates its' own timer to independently
determine when a minor cycle time expires.

The master is permitted to slip minor cycles up to a limit
of N minor cycles as determined by the system designer. The Monitor,
therefore, assumes control if no minor cycle synchronization messages
are received for a time period sufficient for N + 1 minor cycles.

4.1.7 System Recovery/Backup Operation

When the system is configured with a Monitor processor,
two alternate modes of operation are available These are the Backup
mode, in which control is transferred to the Monitor Processor, and
the Recovery mode, in which no control transfer takes place. These
operational modes are activated automatically when certain failures
are detected.

Backup is activated when the Master Processor/BCIU fails.
The Monitor Processor takes control of system, places its BCIU in
master mode and flags itself as Master. Mission critical applications
are then activated; the pilot is notified of the situation; and Normal
System Operation is entered. Note that the Backup mode is the complete
Normal System Operation for a one processor system.
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Backup is also activated if a remote processor/BCIU fails.
This is necessary since interdependent mission application software
modules are distributed across the Master and Remote Processors. The
loss of any one of them, therefore, causes improper operation of the
others.

Recovery is activated when a failure of the Monitor Proces~
sor is detected. The Master attempts to shut down the Monitor to
prevent him from erronecusly attempting to assume control of the bus.
The pilot is advised of the situation and normal system operation
resumed. Note that this is a very rapid operation and the complete
system functions are maintained. The only loss is that Backup is no
longer available as an alternate mode of operation. -

As noted above, the pilot is notified when either Backup or
Recovery is activated. Normally, the pilot will then execute the
reconfiguration procedure at a future convenient time, as determined
by mission requirements and other external factors. !

4.1.8 System Reconfiguration Operation

When the pilot receives the indication that a processor/BCIU
has failed, the system will have already transitioned itself to the
Backup or Recovery mode of operation. He has the option of depressing
the corresponding power enable button on the Processor Control Panel
(PCP) to power down the failed unit and prevent it from interfering
with the operational system elements. If the processor is left powered
up, the system will attempt to determine if and when the unit recovers
and advise the pilot a reconfiguration may be attempted.

The pilot selects a convenient time consistent with mission
requirements and initiates the reconfiguration by pressing the START
or LOAD button. This will cause an INFLIGHT RESTART as defined in
section 4.1.1 and result in the system making maximum use of the
operational resources.
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4.2 DAIS Architecture Features

The DAIS architecture possesses specific characteristics
which facilitate the adaptability of the system to various
applications, as well as supporting effective incremental integration
and test of the DAIS core elements. These key characteristics
are discussed in the following sections.

Specific features in the DAIS system which allow adaptation
of the core elements to a specific avionics system configuration are
presented below.

4.2.1 Bus Devices

The basic message structure, data format and command-response
protocol required for the multiplex system is described in Section
4.1.2. The message protocol is defined as that sequence of bus
messages required to perform normal multiplex synchronous and
asynchronous operations, and to support message error detection and
recovery process. This definition of the command formats allow up
to 32 different addressed devices to be implemented on the multiplex
system. DAIS has further expanded this definition to allow up to
four processors/BCIU, and then up to 28 remote terminal devices.

The system designer would define the specific hardware

configuration (number of processors/BCIUs, number of RTs to
interface with the avionic sensor and subsystems using the standard
Interface Modules (IMs) or unique IMs if required). The system designer
would then define the sensor inputs/outputs as data bus messages,
and input this information to PALEFAC. PALEFAC would generate the
Executive bus instruction list tables accordingly, which will direct
the messages to the proper processor containing the application
2:;ﬁ::re ?:.g. EQUIPS module) which would process the sensor/subsys-

ta.

The DAIS architecture is readily adaptable to various
numbers of devices on the bus, and provides the tools to automatically
generate and direct the messages to the proper application software in
one of the processors.

4.2.2 Processor/Bus Controllers

The architecture provides the capability to expand or
reduce the number of processors/BCIU for a specific application. The
system designer would perform trade-offs in determining the number of
processors/BCIU required considering mission requirements, reliability
and availability.
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The system designer would define the mission software
application modules (inputs, outputs, and algorithms) based upon
the mission requirements and avionic suite. The application
programmer would develop the application modules using the J73/1
language and mission software standards. Based upon the application
execution times, memory size, data access, comsubs, and the bus
message traffic, the system designer would then partition the
application tasks among the processors using PALEFAC. PALEFAC
would produce the tables for the master executive, and local
executive required for run time execution of the application soft-
ware in the specific configuration of processors/bus controllers.

4.2.3 Remote Terminal (RT)/Interface Modules (IMs)

The RT has a modular and programmable design to provide
flexible partitioning of the data messages to the appropriate
sensors/subsystems, and signal conditioning required by different
2uT?ers and mixes of subsystem signals. This is accomplished as

ollows:

The Timing and Control Unit (TCU) in the RT performs
all of the timing, control, buffering, decoding and checking
required to receive or transmit information from the data bus and
transfer that information as outputs or inputs from the RT, via the
Interface Modules (IM). The TCU contains a programmable device
which controls the mapping of @ach data word in the RT. The
interface between the TCU and iMs is standardized and contains the
signals required to allow TCU to select the individual modules. Therefore,
all IM slots can accept all IM types.

Each RT will interface with different numbers and mixes
of sensor/subsystem signals for each specific system configuration.
This is accomplished by inserting the proper number and type of
interface modules into the IM slots in the RT housing and appropriate
ROM programming in the TCU. If required, a special interface
module can be designed to interface with an existing subsystem with
a unique interface.

The functions of the RT can also be embedded in a sensor
or subsystem, so that the interface of the sensor or subsystem is
directly with the multiplex data bus. Functionally, the embedded
RT wouag respond to commands received on either data buses the same
as an RT.

4.2.4 Applicable Software

The DAIS System Architecture is designed to allow modular
implementation of specific systems by using the required elements
of the DAIS system, both hardware and software. Given that the set
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of multiplex equipment has been chosen for interfacing to the
external world (sensors and Controls and Displays equipment), the
design of the processing system can begin. The Application
Software is initially designed as if it will exist in one large
virtual processor with as much memory space and execution time
available as the sum of the flight processors to actually be

used in the system. After the data interfaces have been defined
to the outside world (multiplex bus messages), and the functional
performance required of the Application Software has been
identified, the layout of Compool Blocks and tasks can begin.

Compool blucks are the data communication paths between ’

the Application Software and the external world (over the multiplex

bus), as well as between the Application Software tasks. Tasks are

the processing elements in the Applicatiun Software which collectively

perform the Avionics processing function. Tasks access the Compool f
Blocks through calls upon Executive services (such as READ and |
WRITE) and operate upon the contents of the COMPOOL BLOCK as local '
data for processing purposes. |

After the functions of the Application System have been
designed in terms of Tasks and Compool Blocks, and the application
software has been tested on the Host Processor as the single
virtual processor, partitioning of the Application System onto the
flight processors begins. This partitioning is illustrated in
Figures 19 and 20 for a two and three processor system configuration
respectively.

This capability to easily partition the Application
Software across a set of flight processors is a direct result of
the use of the DAIS Executive to provide general I/0 control for
all communications on the multiplex bus (between processors as
well 2s to the external world), and the use of PALEFAC to build the
data base which is then used by the txecutive to control system
coomunications. The use of the Executive and PALEFAC results in
an automatic partitioning of the Compool Blocks on to processors
based upon the partitioning of Tasks, and which Tasks use which
Compool Blocks. If a Compool Block is used for communications
between tasks, and the tasks are split into two or more processors,
the System will automatically generate a copy of the Compool Block
at each processor, as well as generating the multiplex bus message
to update all other copies when one copy is updated .

The system will also automatically generate the multi-
plex bus messages required to connect the Compool Blocks, which
interface to the outside world, to the devices on the multiplex bus.
A1l multiplex bus messages may be declared as synchronous with a
period and phase, and if not so specified, the System will auto-
matically generate asynchronous updates of the bus messages when a
copy is updated.
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4.2.5 Interface "Standards"
4.2.5.1. ‘g£1$/1553A Message Protocol

As discussed previously, MIL-STD-1553A defines the basic
message structure and command-response protocol. In order to
properly handle detected message errors and other DAIS system
features, DAIS further expanded the definition of 1553A and defined
a set of procedures, designated the system control procedures, that
defines the mechanism to support bus operations and message error
and terminal failure detection and recovery process. This composite
definition of DAIS/1553A protocol establishes a "standard". If.a
sensor/subsystem device's bus interface conforms to this "standard”,
it would be fully compatible with the DAIS System Architecture.

{

4.2.5.2 Executive Application Software Services

4 As discussed previously, the DAIS Executive has been
designed from the point of view of supplying a set of standard
services to Application Software. These services are provided to
the Application System through a set of software interfaces which
are fully specified and are Application invariant. The result of
standardization of the interface is that the Executive is truly
Application independent and can be used as a modular piece of the
DAIS System.

4.2.6 Portability

The DAIS Mission Software approach has, from the very
beginning, been conceived of an easily retargetable system. The
single most important feature that allows this capability is the
development of more than 97% of the DAIS Executive Software in
JOVIAL J73/1 (the only routine written in assembly language are
processor dependent 1/0 operations, register manipulation operations
and lowest level interrupt handlers). A1l of the DAIS Application
Software is implemented in JOVIAL J73/I. A striking demonstration
of the portability of the DAIS Mission Software is the fact that it
executes both on the DAIS processor and on the DEC-System-10, the
host processor facility. In fact, standalone module testing and
initial subsystem integration testing of Application Software is
performed on the Host Processor. This is possible since the
JOVIAL J73/1 Compiler has a code generator for both the DEC-System-10
and the DAIS processor, which points out the ease of retargetability
of the DAIS Software System.
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4.2.7 Redundancy

DAIS provides redundancy in the system architecture
which can be employed to provide backup and recovery to complete
mission functions in spite of hardware failure. The areas which
can be used for redundancy are:

a. Dual redundant data bus including redundant bus
interface modules in the BCIU and RT.

b. System can employ dual redundant RTs for a specific
subsystem.

c. Multifunction keyboard and associated Data Entry
Keyboard can be used as a backup to the Integrated Multifunction
Keyboard and associated Data Entry Keyboard.

d. Raster displays can serve as backup to each other.

e. A processor/BCIU can be designated as monitor, serve
as backup to the master processor/BCIU.
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5.0 Support Facility

The purpose of the AVSAIL support facility is to test and
evaluate the DAIS architecture and a representative set of core
elements. The support facility provides a real time simulation of
a military aircraft performing an operational mission. The simulation
generates the interface signals between the simulated aircraft
sensor suite and the DAIS system so that the avionic equipment is
subjected to a data signal environment which is nearly identical to
actual flight. A simulated cockpit is included as part of the

simulation for realistic evaluation of the avionic system.

The support facility for DAIS consists of a Software .
Test Stand (STS) and an Integrated Test Bed (ITB). The Software
Test Stand provides a capability to test and check out the mission
software resident in the DAIS flight processors. The Integrated
Test Bed provides the capability to test the DAIS core elements
which include the mission software, the DAIS processors, the
multiplex bus system and the cockpit control and displays. Both
the STS and ITB utilize a complex of digital computers consisting
of a Digital Equipment Corporation (DEC? DEC-10 and a number of
DEC PCP 11 series computers.

Simulation software resident in the DEC-10 was developed
to provide real time simulation of a military aircraft in an
operational environment including the aircraft dynamics, the aircraft
sensors and weapon targets. The simulation is driven from the
cockpit by an operator acting as a "pilot". The simulated cockpit
is equipped with control and displays so that the various modes of
a mission may be "flown" by the "pilot" with an out-the-window
background scene. !

The support hardware and software provides interfaces
between the DAIS elements under test and the DEC-10 host
simulation software. The support facility provides the capability
to set up a test, conduct a simulation and record data from both
the DAIS elements and the simulation. During a simulation,
sufficient test data is displayed in real-time to indicate that the
system is operating satisfactorily to provide presentation of test
results for observing systems performance.

The support facility is comprised of:

STS Support Hardware

STS Support Software and PDP-11 Processors
ITB Support Hardware

ITB Support Software and PDP-11 Processors
Host Simulation Processor, DEC-10
Simulation Software

System Test Software

Picture System

Picture System Software
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5.1 System Configuration

The support facility functional diagram is shown in Figure
21 and consists of STS & ITB hardware and software both sharing the
Host Simulation Processor and the DAIS cockpit. Support software is
resident in the DEC-10 and in the PDP-11 Processors.

5.1.1 Integrated Test Bed (ITB)

The Integrated Test Bed (ITB) block diagram is shown in
Figure 22 and is comprised of the support facility and DAIS core ele-
elements. The support facility simulates all the equipment and
environment external to the DAIS processor with the resident
mission software, DAIS multiplex system, and DAIS controls and
displays. The ITB support facility is comprised of support hardware,
support software resident in the PDP-11 processor, the simulation
software resident in the DEC-10 host simulation processor, the
DAIS simulated cockpit, and an out-the-window picture system.

The support hardware provides the interfaces between the
simulation and the DAIS core elements. The interface includes:
(1) the multiplex bus messages which drive the mission software, (2)
the performance monitoring of the multiplex bus traffic and the
internal operation of the mission software in the DAIS processors,
(3) the cockpit controls and backup instruments, and (4) the out-
the-window picture. {

The support software controls and manages the support {
hardware and provides the means to link the DEC-10 simulation i
software with the DAIS elements. The support software also provides |
the performance monitor and control functions which are related to
test set-up, control and data collection for post-test analysis.

The host simulation processor is a commercial DEC-10 !
complex. The simulation software generates the real world
environment external to the DAIS processors in real time. The
simulation is driven by the DAIS cockpit flight controls so that
an operator can "fly" the simulation.

An out-the-window picture system provides a symbolic
background scene outside of the cockpit so that the "pilot"
operator will experience the visual orientation of flight with
respect to IP's, targets and runways. The picture system also
provides the option for displaying the HUD symbology overlayed on
the background scene.

A pictorial representation of ITB is shown in Figure 23,
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